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ABSTRACT Traffic Sign Detection (TSD) is a complex and fundamental task for developing autonomous
vehicles; it is one of the most critical visual perception problems since failing in this task may cause
accidents. This task is fundamental in decision-making and involves different internal conditions such as the
internal processing system or external conditions such as weather, illumination, and complex backgrounds.
At present, several works are focused on the development of algorithms based on deep learning; however,
there is no information on a methodology based on descriptive statistical analysis with results from a solid
experimental framework, which helps to make decisions to choose the appropriate algorithms and hardware.
This work intends to cover that gap. We have implemented some combinations of deep learning models
(MobileNet v1 and ResNet50 v1) in a combination of the Single Shot Multibox Detector (SSD) algorithm
and the Feature Pyramid Network (FPN) component for TSD in a standardized dataset (LISA), and we
have tested it on different hardware architectures (CPU, GPU, TPU, and Embedded System). We propose a
methodology and the evaluation method to measure two types of performance. The results show that the use
of TPU allows achieving a processing training time 16.3 times faster than GPU and better results in terms
of precision detection for one combination.
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I. INTRODUCTION
Nowadays, there has been a rapid emergence in the
development of Deep Learning (DL) algorithms focused
on vision problems for autonomous vehicles. These algo-
rithms have been evolving throughout the years, having
different applications such as robotics, object recognition,
self-driving cars, among others [1]. Within the applications
of autonomous vehicles, different tasks exist to attain vehicle
autonomy. One of those is computer vision. One of the
main tasks to achieve in computer vision is Traffic Sign
Detection (TSD).

The vision problem of traffic sign detection started decades
ago with some research that focused on classical computer
vision algorithms [2], [3], where image processing was used
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through geometric characteristics. However, these algorithms
were not robust enough to obtain the desired results. This
is because they faced different challenges [4], such as
the internal and external conditions of the traffic sign’s
environment. External conditions are variables that cannot be
controlled, such as lighting conditions, weather conditions,
complex backgrounds, physical degradation of traffic signs,
among others. On the other hand, the internal conditions are
the variables that can be controlled by the algorithm, such
as response time, precision in detection, adaptability, and
hardware dependency, among others [5]. These challenges
of improving precision, reducing complexity, and hardware
dependence have encouraged the development of more robust
algorithms that allowed the adaptation and improvement
in recent results. Through the years, intelligent algorithms
began to be used in state-of-the-art, specifically, machine
learning [6], [7]. The expected results were improved due
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