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Parallel Path Evaluation 
 The experiments were achieved using two different computers: 
• Computer 1: Ubuntu 16.04, CUDA 8.0, CPU1: Intel quad core i7-

4710HQ, GPU1: GeForce GTX 860M with 640 CUDA cores. 
• Computer 2: Ubuntu 14.04, CUDA 6.5, CPU2: quad core ARM Cortex-

A15, GPU2: NVIDIA Kepler with 192 CUDA cores (Jetson TK1). 
 To evaluate the performance of the parallel path evaluation on GPU ver-
sus the sequential path evaluation on CPU, we carried out independently 
thirty tests for each number of total evaluations. 
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 In order to achieve the autonomous mobile robot navigation, the sys-
tem is composed by three basic subsystems: obstacle detection, path 
planning, and path tracking. Where the path generation and evaluation is 
the main objective in this work. 
 1. Obstacle detection. An input scene is given to the system, we as-
sume that the scene contains a feasible workspace with obstacles. A filter 
is build and trained with a template reference. The cross correlation is 
performed between the input scene and the filter to obtain a correlation 
plane. The output correlation plane yields quantity levels of the best 
match. In this case, several peaks are produced in where the area of each 
obstacle coincides. 
 2. Path planning. The system employs EAPF to perform the path 
planning. The EAPF uses the start, goal, and obstacles positions as fea-
tures to obtain a sequence of objective points (path) that the mobile robot 
must attain. 
 3. Path tracking. The system converts the objective points to rotate 
and advance motion commands to let the mobile robot moves from the 
start to the goal.  

 This work presents an approach for parallel path evaluation for autono-
mous mobile robot navigation. To achieve the autonomous mobile robot 
navigation the system employs the integration of template-matching fil-
ters [1] for obstacle detection and evolutionary artificial potential field 
method [2] for path planning. 
 The recognition system employs a digital camera to sense the environ-
ment of the mobile robot, as it can be seen in the illustration below. The 
captured scene is processed by a bank of space variant filters in order to 
find the obstacles in the workspace. When the position and size of the ob-
stacles are already known, the path planning system employs evolution-
ary artificial potential field (EAPF) to generate a feasible, smooth, and 
safe path for mobile robot navigation. The path generation and evaluation 
is performed employing parallel computing on GPU to reduce the 
amount of computation time. 

• In this work, we have presented the parallel path evaluation on GPU for 
mobile robot navigation using the EAPF programmed in C++/CUDA. 

• The performance results show that the parallel path evaluation on GPU1 
accelerates the evaluation process by a factor of 4.0x for the bigger pop-
ulation tested in comparison with sequential path evaluation on CPU1. 

• The performance results show that the parallel path evaluation on GPU2 
accelerates the evaluation process by a factor of 2.2x for the bigger pop-
ulation tested in comparison with sequential path evaluation on CPU2. 

• We can see the advantage of using the parallel path evaluation on GPU, 
as well as we can see that this advantage applies for onboard computers 
like the Jetson TK1. 

 The flowchart (below) shows the parallel path generation and evaluation using the 
EAPF. The EAPF uses the start, goal and obstacles positions as an input, and it returns a set 
of objective points that conforms the path for the mobile robot navigation. The process 
starts with the creation of a random population P(t) of individuals (solutions), each individ-
ual is codified with the values of the proportional gains, attraction ka and repulsion kr re-
quired to generate the path. For the parallel evaluation on GPU, where each path is evaluat-
ed. First, the total potential field Utotal(q) computation is performed, 
 
 
Then, the total potential force Ftotal(q) which is used to drive the mobile robot is computed, 
 
 
Last, for the parallel path evaluation on GPU, each path is evaluated using 
 
 
After the parallel path evaluation on GPU, the selection, crossover and mutation operators 
are applied to evolve the individuals in P(t). All the path planning is enclosed in an itera-
tive process until the maximum number of generations has been achieved. 
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